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Introduction and Summary of Comments

The data brokerage research team at Duke University’s Sanford School of Public Policy welcomes the opportunity to comment on the Federal Trade Commission (FTC)’s advance notice of proposed rulemaking on Commercial Surveillance and Data Security. As the collection, analysis, monetization, and exploitation of people’s information becomes more commonplace, regulatory attention to this issue is vital to protecting consumers and safeguarding the privacy, autonomy, financial security, and physical safety of all Americans.

In this comment, we describe for background purposes:

- **How to define data brokerage:** Data brokerage includes a broad diversity of companies and business models. Some of these companies appear to invest in significant controls and regulatory compliance efforts. However, others appear to operate with minimal controls even when processing highly sensitive information. It is important that any definition of data brokerage covers the diversity of these business models and levels of controls. The two state laws focused on data brokers, one in California and one in Vermont, define data brokers, generally speaking, as companies that sell information pertaining to individuals with whom they have no direct business relationship. Our research program takes a broader, and in some ways more intuitive, view: if a company brokers data, it is engaged in data brokerage. One possible definition of data brokerage is the collection, aggregation, analysis, buying, selling, and sharing of data, irrespective of the company’s relationship with the consumer whose data is being sold or monetized. This understanding of data brokerage aligns with the FTC’s previous analyses of data brokers.

- **How data brokerage requires more regulation:** The few privacy laws the U.S. has enacted are focused on how some entities in a few select industries or sectors use specific kinds of data. For example, the Health Insurance Portability and
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Accountability Act (HIPAA) applies to only certain covered health entities, like hospitals and primary healthcare providers, and does not apply to mobile health apps, social media companies, online advertisers, data brokers, and many other kinds of corporate actors. These organizations outside the narrow scope of HIPAA are therefore free to legally gather, buy, package, sell, and share people’s health-related data—and they do, such as whether people have prescriptions for antidepressants or whether they are believed to be pregnant. Other laws, including those at the state level, similarly fail to place meaningful restrictions on data brokerage.

Then, we respond to specific FTC questions:

- **How some data brokerage harms consumers:** Data brokers collect, analyze, aggregate, sell, license, and otherwise share data about individuals that is, in some cases, highly sensitive and, in many cases, highly susceptible to abuse. The individuals whose data is being collected, aggregated, and monetized often have little to no knowledge that this data brokerage is even happening—let alone any comprehensive understanding of who is acquiring data about them and what those actors are doing with it. Collecting much of this data without appropriate controls may itself be invasive, and may expose individuals to potential harm. Data brokers have sold information to companies, criminal scammers, and abusive individuals, inflicting harm on people or enabling harm to people that includes predatory corporate profiling, theft from vulnerable individuals, and stalking and domestic violence. The extent to which data brokers place controls on the sale and use of their data is unclear, though many data brokers offer readily downloadable data without any kind of buyer verification. Several data brokers in recent years have exposed hundreds of millions of people’s information through lax security practices that resulted in data breaches or data leaks.

- **How commercial surveillance harms children and teenagers:** Companies are legally allowed to sell, share, license access to, and otherwise monetize data they gather about children. Broadly, it is easy to go online and find data brokers advertising datasets on teenagers. Allowing this data brokerage ecosystem to persist without significant controls enables companies to legally surveil people from the moment they are born (or even before that) all the way through their adolescence, adulthood, and end of life.

- **How to balance costs and benefits:** The very same, narrow regulatory structure that enables relatively innocuous or even helpful uses of data through data brokerage—like verifying a current address on an apartment application or whether someone qualifies for a military discount—is the same structure that also enables great harm to consumers, including through predatory advertising, secretive profiling, stalking, scamming, and more. While some companies choose not to use consumers’ data in a harmful manner, not all actors make this choice; regulators cannot trust every actor brokering data or acquiring brokered data will do so in an unharful manner. And
companies citing what they see as relatively benign or helpful uses of consumers’ data does not mean there are not invasive uses of that same information and that there should not be restrictions on the initial collection of that information.

- **How to regulate data brokerage:** The U.S. needs a comprehensive regulatory approach to data brokerage. In some cases, the policy response should include restrictions or outright bans on the sale of certain categories of information, such as GPS, location, and health data. In other cases, the policy response should entail restrictions on the collection, sale, and sharing of information, such as with financial data that may be used for some narrowly approved activities (like credit scoring) but which is widely collected, sold, and exploited beyond that purpose. A regulatory approach that tackles harmful uses of data after they occur fails to protect consumers. In many cases, once the data is collected and sold, shared, or used, the harm has already occurred, and it’s too late.

- **How to understand consent:** Consumer consent is not an effective, administrable, or viable approach to the regulation of commercial surveillance. Companies often define consumer consent—and many laws and bills around the country define consumer consent—as a person simply using an application or service that has a privacy policy. That, however, does not accurately capture whether or not consumers fully know and understand the extent to which their data is going to be collected, used, and possibly sold or shared in the data brokerage ecosystem. Focusing on the individual also ignores the systemic problems at play; it is impossible for consumers to exist in American society without interacting with the data brokerage ecosystem in some form. Making the entire conversation about “consent,” and a misrepresented idea of “consent” at that, avoids addressing the systemic collection, buying, selling, and sharing of consumers’ data. A system in which data collection is the default and opting out of data collection is a separate effort puts the burden on consumers to protect themselves against abusive data collection and use practices. Studies show that consumers do not have the knowledge, understanding, or time to shoulder this burden of self-protection.

- **How the FTC should require disclosure of data brokerage practices:** The FTC’s list of existing questions should be supplemented with others, including:
  - to whom companies sell, license, or share data;
  - how they sell, license, or share that data, such as through a login to an online portal, access to an Application Programming Interface (API), an encrypted data download, or in a spreadsheet shared via email;
  - their process of aggregating data and generating lists targeting specific demographics;
  - what controls they put on the use of and access to the data internally;
  - how they control the selling, licensing, and sharing of the data with third parties as well as the providing of services based on that data to third parties
(e.g., not supplying the data itself but allowing someone to run ads drawing on it), such as restrictions on data use, requirements for clients to disclose intended data uses, and restrictions on data reselling and resharing;

○ if their controls have ever been internally ignored, deviated from, or overridden;

○ what security measures they have in place to protect their data and notify consumers of breaches;

○ what due diligence they conduct to ensure that clients are appropriately safeguarding the security of the data they sell, license, or share; and

○ whether they place confidentiality obligations on partners, customers, and researchers which inhibit those entities and individuals’ ability to speak with regulators and publish academic research.

We support the FTC’s continued attention to these important issues of commercial surveillance, data security, and the risks and harms to American consumers.
About Our Program

The data brokerage research team at Duke University’s Sanford School of Public Policy studies the data brokerage ecosystem—broadly, the collection, aggregation, analysis, buying, selling, and sharing of data. It studies the ecosystem’s data collection and use practices, the controls that brokers do or do not place on their activities, and the risks that data brokerage poses to civil rights, consumer privacy, and national security, as well as to specific populations like survivors of domestic and intimate partner violence, elderly Americans, and people with Alzheimer’s. In line with the broader mission of the Sanford School of Public Policy, it focuses its work on affecting meaningful public and policy change.

In accordance with an academic intellectual independence policy, all signatories on this document sign in their personal, not institutional, capacities. The comments submitted herein do not necessarily represent the views or positions of Duke University's Sanford School of Public Policy or Duke University.

Defining Data Brokerage

The two state laws focused on data brokers, one in California and one in Vermont, define data brokers, generally speaking, as companies that sell information about individuals with whom they have no direct business relationship.² In other words, a company that only sells information about its own customers is not considered a data broker under the California and Vermont registry laws. Federal and state bills around data brokerage frequently reflect this distinction.

Our research program takes a broader, and in some ways more intuitive, view: if a company brokers data, it is engaged in data brokerage. One possible definition of data brokerage is the collection, aggregation, analysis, buying, selling, and sharing of data,³ irrespective of the company’s relationship with the consumer whose data is being sold or monetized. The logic is that there are some companies that make data brokerage their entire business model. Other companies engage in data brokerage even though it is not their primary means of making money. Although the two types of entities make different percentages of their
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² California Civil Code Title 1.81.48.  
https://leginfo.legislature.ca.gov/faces/codes_displayText.xhtml?lawCode=CIV&division=3.&title=1.81.48.&part=4.&chapter=&article=; Vermont Statute 9 V.S.A. § 2430.  

revenue from brokering data, both categories of companies are in the business of profiting off the collection, buying, and selling (or other monetization) of consumers’ data. The companies engaged in this practice range from companies publicly advertising themselves as data brokers, to companies who broker data but call themselves advertisers or marketing businesses, to mobile applications that brand themselves as providing a particular product (like a weather app or family safety app) while non-transparently selling data on their users to make a profit.

This understanding of data brokerage aligns with the FTC’s previous analyses of data brokers. In the Commission’s 2012 report, the FTC noted a possible distinction between “(1) entities that maintain data for marketing purposes; (2) entities subject to the FCRA [Fair Credit Reporting Act]; and (3) entities that may maintain data for other, non-marketing purposes that fall outside of the FCRA.”4 In its 2014 report, it defined data brokers as “companies that collect consumers’ personal information and resell or share that information with others.”5 Again, companies that sell data on their own customers were still considered data brokers.

By failing to account for the spectrum of companies brokering data, state and federal privacy legislation has excluded some data brokers from the legal discussion and from regulation. For example, The Markup uncovered in December 2021 that “family safety app” Life360 was secretly selling precise location data on its parent and child users—and in 2020 made almost 20 percent of its revenue from this brokerage.6 Despite the fact that Life360 was selling data on its own users, it would not have to register as a data broker under the California and Vermont registry laws. As a result, policy and legal regulations that use a narrow definition of data brokers will not comprehensively address the spectrum of data brokerage activities ongoing today. Companies involved in data brokerage in some capacity have a strong financial interest in limiting the scope of legal, regulatory, and policy activities vis-à-vis “data brokers” for precisely this reason.
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The Regulatory Gap

Data brokerage is mostly unregulated. The few privacy laws the U.S. has enacted are focused on how some entities in a few select industries or sectors use specific kinds of data. For example, the Health Insurance Portability and Accountability Act (HIPAA) applies only to certain covered health entities, like hospitals and primary healthcare providers, and does not apply to mobile health apps, social media companies, online advertisers, data brokers, and many other kinds of corporate actors. These organizations outside the narrow scope of HIPAA are therefore free to legally gather, buy, package, sell, and share people’s health-related data—and they do, such as whether people have prescriptions for antidepressants or whether they are believed to be pregnant. The Family Educational Rights and Privacy Act (FERPA) is another example. FERPA governs covered educational institutions’ use and disclosure of students’ data—but its narrow scope allows many other actors, including those brokering data, to sell information about students with virtually no restrictions.

At the state level, the California and Vermont data broker laws do not place any restrictions on the collection, aggregation, analysis, packaging, buying, selling, and sharing of consumer data. They are registry laws, meaning they primarily force companies that fit a narrow definition of a “data broker” to submit some information to the state. (Even within that limited scope, registry information sometimes appears outdated, duplicated, or with broken links.) Some state privacy bills, like a data broker registry bill in Delaware and the Michigan state legislature’s new privacy bill, would expand on the narrow definition of data broker used in the California and Vermont laws. However, they also do not place strong controls on data brokerage. Other state privacy laws, such as the Virginia and Colorado laws, allow consumers to opt out of the sale of their information but provide numerous exceptions, including for data that does not match the definition of “personal data” and for “publicly available information.” They do not place strong controls on the business of data brokerage itself, and their do-not-sell provisions place the burden on consumers to try to marginally address systemic surveillance practices.
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Question category A asks, “To what extent do commercial surveillance practices or lax security measures harm consumers?” We respond:

Data brokers collect, analyze, aggregate, sell, license, and otherwise share data about individuals that is, in some cases, highly sensitive and, in many cases, highly susceptible to abuse. The individuals whose data is being collected, aggregated, and monetized often have little to no knowledge that this data brokerage is happening—let alone any comprehensive understanding of who is acquiring data about them and what those actors are doing with it. Collecting much of this data without appropriate controls may itself be invasive, and may expose individuals to potential harm. Data brokers have sold information to companies, criminal scammers, and abusive individuals, inflicting harm on people or enabling harm to people that includes predatory corporate profiling, theft from vulnerable individuals, and stalking and domestic violence. It is unclear to what extent data brokers place controls on the sale of their data, though many data brokers offer readily downloadable data without any kind of buyer verification. Several data brokers in recent years have exposed hundreds of millions of people’s information through lax security practices that resulted in data breaches or data leaks (discussed more below).

Our research at Duke University has identified data brokers advertising highly sensitive information on hundreds of millions of Americans, including their demographic information (such as race, religion, gender, and income level), political preferences and beliefs, and whereabouts and GPS locations. Data brokers also advertise datasets specifically containing information on survivors of domestic and intimate partner violence, elderly individuals, people with Alzheimer’s, students, healthcare workers, government employees, and current and former members of the U.S. military. Investigative journalists, industry experts, and researchers have published numerous other reports over the years exposing data brokers gathering and selling people’s information. In 2013, the Senate Commerce Committee published an investigative report that described data broker marketing packages on financially vulnerable consumers. The dataset titles included “Rural and Barely Making It,” “Ethnic Second-City Strugglers,” “Retiring on Empty: Singles,” “Tough Start: Young Single Parents,” and “Credit Crunched: City Families.” In the FTC’s 2014 report on data brokers, it highlighted such dataset titles as “Thrifty Elders” (late-60s and early-70s singles in “one of the lowest income clusters”), “Rural Everlasting” (single people over 66 with “low educational attainment and low net worths”), “Metro Parents” (people “handling
single parenthood and the stresses of urban life on a small budget”), and other datasets targeting marginalized or vulnerable individuals with low incomes. Some data brokers, the FTC said, even offered an “Assimilation Code,” denoting, as the FTC described it, “a consumer’s degree of assimilation to the English language.” Much of this is sensitive.

The list goes on. In August, Alfred Ng at Politico found 30 different data broker listings of data on pregnant people—or listings for companies to run advertisements to those people. Just days earlier, Shoshana Wodinsky and Kyle Barr at Gizmodo uncovered 32 different data brokers advertising information on millions of pregnant and potentially pregnant people, sold on a cost-per-mille (cost per thousand ads) basis, meaning, as the journalists wrote, “that whoever buys them only pays for the number of end-users that are reached with a given ad.” Joseph Cox at Motherboard has written numerous stories about data brokers that gather individuals’ phone location data, package it, and sell it to clients on the open market. Privacy expert Pam Dixon’s 2013 Congressional testimony highlighted data brokers advertising data on people with HIV/AIDS, people undergoing cancer treatment, people taking medications for Alzheimer’s and blood disorders, and “rape sufferers,” among others. Dixon also highlighted brokers advertising lists of domestic violence shelters, a list of police officers at their home addresses, a list of people affected by drug and alcohol addictions, and a list of seniors currently suffering from dementia.

The initial collection of this information can be invasive. Many consumers are not aware that when they provide their geolocation to a weather app or enter their medical information into a health app, that first-party collector may be sharing that information with third parties or monetizing it beyond the application itself (such as by selling the data to data brokers). There is not widespread public awareness about data brokerage, and data brokers often do not
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advertise their practices to the affected consumers. Even if consumers were aware of this practice, that does not eliminate the invasiveness. Data related to race, ethnicity, religion, age, gender, sex, sexual orientation, marital status, income level, political beliefs, political cause donations, health conditions, mental health conditions, and other characteristics is highly sensitive and is easily used to identify people by name with unique combinations of those characteristics. Over the years, researchers and journalists have linked supposedly “anonymized” data on AOL web searches, Netflix user movie ratings, and New York City data on taxi rides back to specific people.\(^{18}\) One recent study found that with only 15 specific demographic attributes, it would be possible to “re-identify” 99.98% of Americans in a dataset.\(^{19}\) The FTC’s recently announced lawsuit against data broker Kochava states that “the location data provided by Kochava is not anonymized” because “it is possible to use the geolocation data, combined with the mobile device’s [mobile advertising ID (MAID)], to identify the mobile device’s user or owner.”\(^{20}\) Data brokers’ and other companies’ use of persistent identifiers like mobile advertising IDs makes it even easier to track specific people across datasets and to identify them by combining datasets.

Companies and bad actors have used this information to harm consumers. For decades, “people search websites” have enabled domestic and intimate partner violence by scraping public records and making them available for search and sale online. Abusive individuals have bought or obtained information on people to hunt down and stalk, harass, intimidate, harm, and even murder other people, largely impacting women and members of the LGBTQIA+ community.\(^{21}\) Criminal scammers have bought information from data brokers—in some cases, where the brokers are fully aware their clients are scammers—to steal from elderly Americans, people with Alzheimer’s and other cognitive health issues, and other vulnerable individuals.\(^{22}\) Health insurance companies have purchased data from data


brokers—including data on race, education level, marital status, net worth, social media posts, payments of bills, and more—to profile consumers and predict the costs of providing healthcare to those people. Scammers have bought payday loan applicants’ financial information, which at least one data broker illegally sold, to steal millions of dollars from those people. Financial firms have used brokered data to market products to consumers that “limit or obscure their access to loans, credit, and financial services.” New research, investigative reporting, criminal prosecutions, oversight investigations, and regulatory actions continue to expose further harmful uses of this data.

The extent to which data brokers place controls on the sale and use of their data is unclear. For example, our research has found that data brokers may have controls in some cases, such as internal requirements to vet clients before they sell or share information about consumers. Other brokers assert that controls exist but do not enforce those controls or act in a way that corroborates their supposed existence. Others appear to have no controls on their data selling and sharing whatsoever. Arguably, based on the evidence of data brokerage-linked harms (from domestic violence to consumer exploitation to criminal scamming), there is little public evidence to suggest that all data brokers implement controls to prevent harmful uses of their data. In recent Justice Department cases against data brokers Epsilon, Macromark, and KBM, the brokers each knowingly sold data for about a decade each to criminal scammers. KBM had internal controls in place around data sales, but when an internal controller blocked the sale of consumers’ data to a criminal, others in the company convinced them to override the decision and sell the information anyway. Data brokers may also require clients to sign nondisclosure agreements preventing those clients from identifying where they obtained consumers’ data.

In some cases, data brokers may sell, share, or monetize inaccurate data on people. This exposes consumers to further harm when they are not only profiled by a company, but profiled in a way they are not aware of and do not understand, with information that is not correct, and with no clear way of identifying the problem and rectifying the errors. Banks, health insurance companies, and other organizations may unknowingly buy, license access
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to, or use this data without knowing or assessing its accuracy. For instance, for three weeks earlier this year, data broker Equifax sent inaccurate credit scores on millions of people to lenders.\(^{28}\) Anecdotal studies and media reporting have identified ChoicePoint, Acxiom, and other data brokers selling inaccurate data on at least some people.\(^{29}\) In 2002, data broker and credit reporting agency TransUnion identified consumers as likely on the terrorist watch list without bothering to verify the information beyond matching a first and last name against a U.S. Treasury Department list of terrorists, drug traffickers, and other criminals.\(^{30}\) Making the information accurate does not eliminate all harm; in fact, in some cases where data brokers’ data tends to be highly accurate, like with “people search websites” advertising individuals’ home addresses based on property records, the harms are deadly serious. Nonetheless, the possibility of data inaccuracy adds another dimension to the potential harms inflicted on consumers by data brokerage.

Lastly, securing data brokers’ data is another problem. When data brokers aggregate information on consumers and package it—whether a small data broker specializing in tracking individuals’ phone locations or a large data broker with hundreds of data points on hundreds of millions of Americans—there is a risk that malicious actors target that information. In recent years, data brokers have been hacked; data brokers’ clients have been hacked, with the data brokers’ data then exposed; and data brokers have engaged in outright poor security practices that publicly leak their data. Just one individual incident can expose data on hundreds of millions of Americans (which has happened). Some of that data is quite sensitive. Examples include:

- Equifax was hacked, exposing 147 million people’s data, including names, addresses, Social Security Numbers, and driver’s license numbers (2017);\(^{31}\)
- Exactis exposed 340 million people’s information to the public internet through an unsecured server, including names, phone numbers, home addresses, email addresses, and religions as well as people’s habits, interests, and the number, age, and


gender of people’s children—though, notably, some of the data was inaccurate (2018);³²

- Apollo was hacked and billions of data points, including individuals’ emails, were compromised (2018);³³
- LimeLeads did not set up a password for its internal server, allowing anyone to access it from the public internet, and data on 49 million people then showed up on a criminal hacking forum; the data focused on companies, supposedly for the purposes of business-to-business marketing, and reportedly included full names, job titles, and user emails as well as data on employer/company names, cities, states, ZIP codes, phone numbers, website URLs, companies’ total revenue, and companies’ estimated number of employees (2020);³⁴
- SocialData exposed data on nearly 235 million social media profiles (which it scraped from Instagram, TikTok, and YouTube and sold, against platform terms of service) through a server configured without a password or any kind of authentication (2020);³⁵
- Interactive Data had its data end up in criminals’ hands, seemingly because one of the clients to whom it sold data may have been breached; the data broker gathers information on consumers that includes full Social Security Numbers, dates of birth, all current and previous known physical addresses, all known email addresses, vehicle registrations, available lines of credit, and IP addresses.³⁶

Other examples underscore how data brokers’ aggregation of data creates unique risks to consumers when criminal hackers have an even greater incentive to steal that compiled, prepackaged information.³⁷
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Question 12 (in category A) asks, “Lax data security measures and harmful commercial surveillance injure different kinds of consumers (e.g., young people, workers, franchisees, small businesses, women, victims of stalking or domestic violence, racial minorities, the elderly) in different sectors (e.g., health, finance, employment) or in different segments or ‘stacks’ of the internet economy. For example, harms arising from data security breaches in finance or healthcare may be different from those concerning discriminatory advertising on social media which may be different from those involving education technology. How, if at all, should potential new trade regulation rules address harms to different consumers across different sectors? Which commercial surveillance practices, if any, are unlawful such that new trade regulation rules should set out clear limitations or prohibitions on them? To what extent, if any, is a comprehensive regulatory approach better than a sectoral one for any given harm?” We respond:

Companies in different industries use the same kind of information obtained from data brokers; for example, an anti-fraud company might buy someone’s location data to understand their current whereabouts, and a predatory advertising company might buy that same information to profile vulnerable populations visiting payday loan agencies. It is not possible to cleanly draw distinctions between how different sectors use brokered data because the same data can be applied for different purposes. Data that is purchased by someone for a relatively innocuous purpose, like current home address information used to verify an apartment application, can also be used to inflict serious harm—such as abusive individuals routinely buying or obtaining home address data to stalk people, commonly targeting women and members of the LGBTQIA+ community. For this reason, when evaluating harms, the FTC should consider focusing on how data brokers are collecting, storing, and aggregating data, what kinds of data they are collecting and sharing, whether and how data brokers vet their customers, and how companies and other actors (e.g., criminal scammers, abusive individuals) are using that information once it is acquired from data brokers. A comprehensive regulatory approach will ensure that unanticipated uses of data from data brokers won’t go unaddressed.

Question category B asks, “To what extent do commercial surveillance practices or lax data security measures harm children, including teenagers?” We respond:

Companies are legally allowed to sell, share, license access to, and otherwise monetize data they gather about children. A May 2022 report by Human Rights Watch identified educational technology software in 49 countries and found, in 146 of the 164 products it studied, tracking of the students’ activities; in some cases, the software collected data on the
children and sent the information to advertisers and data brokers. The investigation into Life360 by The Markup found that the company was selling information on adult and child users to data brokers, though the company’s policy said it did not sell data on children under the age of 13. Broadly, it is easy to go online and find data brokers advertising datasets on teenagers. Allowing this data brokerage ecosystem to persist without significant controls enables companies to legally surveil people from the moment they are born (or even before that) all the way through their adolescence, adulthood, and end of life. Predictions of “success” based on data collected on adolescents can shape their future outcomes, sometimes restricting a child’s opportunities.

**Question category C asks, “How should the Commission balance costs and benefits?”**

We respond:

The very same, narrow regulatory structure that enables relatively innocuous or even helpful uses of data through data brokerage—like verifying a current address on an apartment application or whether someone qualifies for a military discount—is the same structure that also enables great harm to consumers, including through predatory advertising, secretive profiling, stalking, scamming, and more. While some companies choose not to use consumers’ data in a harmful manner, not all actors make this choice; regulators cannot trust every actor brokering data or acquiring brokered data will do so in an unharmed manner. And companies citing what they see as relatively benign or helpful uses of consumers’ data does not mean there are not invasive uses of that same information and that there should not be restrictions on the initial collection of that information.

For example, companies might argue that aggregated location data patterns, like when named individuals' movements are obscured in a broader heatmap, are useful for retailers to understand foot traffic patterns into and around stores—and, therefore, that there is nothing wrong with gathering and selling that data. However, this obscures several other points. The collection of someone's location information—where they are at any given point in time—is highly invasive because it maps people's movements and is difficult or impossible to “anonymize.” Software development kit (SDK) packages, incorporated into the code of an application, make automated data collection easy and nearly impossible for consumers to notice. Many consumers are not aware their mobile apps might be handing off GPS data to a data broker (or that the app itself is monetizing the data outside the app). And in order for a

---

39 Jon Keegan and Alfred Ng, “The Popular Family Safety App Life360 Is Selling Precise Location Data on Its Tens of Millions of Users,” The Markup
company to sell aggregated location data patterns, some party (often that data broker) is collecting the raw location data in the first place. Consumers are therefore relying on an individual company’s decision-making to prevent the sale of their individually linked, real-time location information on the open market.

Further, aggregated data can still cause harm. Brokering access to information that reveals the most popular payday loan offices in a city, for instance, could enable a predatory company to run advertisements geofenced around that area. Selling information that reveals the location of reproductive health clinics and traffic patterns could enable individuals to target those centers with harassment and violence. And the fact remains that this use case of monitoring foot traffic patterns, which some companies argue is acceptable and some would see as narrowly acceptable, is only legal in an environment that also enables additional exploitative uses of GPS data—including the sale of individually linked, real-time GPS information, the secret collection of GPS data on Black Lives Matter protesters to identify characteristics about them, the use of location data to let anti-abortion groups run anti-abortion ads to women sitting in clinic waiting rooms, and so on.40

**Question category D asks, “How, if at all, should the Commission regulate harmful commercial surveillance or data security practices that are prevalent?” We respond:**

The U.S. needs a comprehensive regulatory approach to data brokerage. In some cases, the policy response should include restrictions or outright bans on the sale of certain categories of information, such as GPS, location, and health data. GPS and location data is intimate, unique to individuals when viewed on the whole, and highly susceptible to abuse, including in ways that enable stalking, intimidation, and physical violence as well as the outing of LGBTQIA+ people—such as when an anti-gay website acquired the location data of a closeted priest and outed him, or when a misogynistic lawyer bought address information online about a New Jersey federal judge, went to her home, and shot her husband and shot and killed her 20-year-old son.41 Health data is another highly sensitive category of information prone to abuse. Its sale should also be banned, particularly given that HIPAA’s Privacy and Security Rules established over 25 years ago that health information is a sensitive and special
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kind of information that demands enhanced privacy and security protections, including limits on its use, transfer, and disclosure.

In other cases, the policy response should entail restrictions on the collection, sale, and sharing of information, such as with financial data that may be used for some narrowly approved activities (like credit scoring) but which is widely collected, sold, and exploited beyond that purpose. For example, many companies advertise prepackaged datasets on individuals burdened by debt and on the lowest-income households in the United States. Focusing on the types of data that companies broker is more likely to be effective than focusing on specific industries that use brokered data. This is also a more viable approach than attempting to identify populations most harmed by data brokerage, because many kinds of consumers are vulnerable in different ways—from Black and brown people, women, queer people, poor individuals, and elderly Americans to people with Alzheimer’s and other cognitive health issues, people suffering from depression, consumers with chronic health conditions, survivors of domestic and intimate partner violence, immigrants without documentation, and veterans with post-traumatic stress disorder. Anyone who is marginalized or vulnerable in society experiences a greater risk of harm when a data broker gathers, infers, or shares their information.

A regulatory approach that tackles harmful uses of data after they occur fails to protect consumers. In many cases, once the data is collected and sold, shared, or used, the harm has already occurred, and it’s too late. This is most acute with people search websites and domestic and intimate partner violence. An ex post-facto regulatory action cannot undo the harm of an abusive individual acquiring someone’s location data to stalk and assault them. An ex post-facto regulatory action cannot undo the ruining of someone’s life because they were outing with data related to their lifestyle and sexual activity. An ex post-facto regulatory action cannot undo the damage a scammer inflicts on elderly Americans and people with Alzheimer’s because the scammer legally bought their contact information from a data broker. Put simply, the U.S. needs heavy restrictions on data brokerage to properly prevent and mitigate harms and reduce the many risks to consumers and to society. Allowing companies to collect, analyze, aggregate, and sell, share, or otherwise monetize consumers’ information without regulation is only inviting harms to occur.
Question 73 (in the VI. Consumer Content category) asks, “The Commission invites comment on the effectiveness and administrability of consumer consent to companies’ commercial surveillance and data security practices. Given the reported scale, opacity, and pervasiveness of existing commercial surveillance today, to what extent is consumer consent an effective way of evaluating whether a practice is unfair or deceptive? How should the Commission evaluate its effectiveness?” We respond:

Consumer consent is not an effective, administrable, or viable approach to the regulation of commercial surveillance. Companies often define consumer consent—and many laws and bills around the country define consumer consent—as a person simply using an application or service that has a privacy policy. That, however, does not accurately capture whether or not consumers fully know and understand the extent to which their data is going to be collected, used, and possibly sold or shared in the data brokerage ecosystem. Focusing on the individual also ignores the systemic problems at play; it is impossible for consumers to exist in American society without interacting with the data brokerage ecosystem in some form. Making the entire conversation about “consent,” and a misrepresented idea of “consent” at that, avoids addressing the systemic collection, buying, selling, and sharing of consumers’ data. A system in which data collection is the default and opting out of data collection is a separate effort puts the burden on consumers to protect themselves against abusive data collection and use practices. Studies show that consumers do not have the knowledge, understanding, or time to shoulder this burden of self-protection.

Using an app or service that also has a privacy policy somewhere—in a settings menu, in the footer of a website—is not a determinant of “consent.” Most consumers do not even read privacy policies, and many studies have demonstrated this fact: a 2019 Pew Research Center survey found that 81% of Americans agree to privacy policies at least monthly, but that only 9% of Americans say they always read a privacy policy before agreeing to a company’s terms and conditions. A 2021 survey by Security.org found that 37% of people skim the documents, 35% don’t read them at all, and 16% search for and read a few key parts of the documents; only 11% say they fully read privacy policies before agreeing. The information asymmetry facing consumers is also huge: a 2008 study calculated that if consumers wanted to read the privacy policies for the services they use, it would take each person an average of 244 hours a year. As the authors put it, “the national opportunity cost
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for just the time to read policies is on the order of $781 billion.”\textsuperscript{46} The \textit{New York Times}, to give another example, did an investigation into 150 companies’ privacy policies in 2019 and found that they were difficult to read (an “incomprehensible disaster,” is how the title of the article put it), with many even more complex than the texts that doctors, lawyers, and other professionals must understand in their jobs.\textsuperscript{47}

Ironically, companies have the ability to track whether consumers are actually reading their privacy policies—they could, and many already do, monitor for how long a person views a webpage and whether they view all the content—but they choose to take a consumer not reading or understanding a document, and using an app or service anyway, as permission to gather and use their data. For example, TikTok has a common disclaimer at the bottom of the app, upon download, that mirrors the claims of many other companies providing digital apps and services: “By continuing, you agree to our Terms of Service and acknowledge that you have read our Privacy Policy to learn how we collect, use, and share your data.”

\begin{center}
\includegraphics[width=\textwidth]{tiktok_disclaimer.png}
\end{center}

This is not consent.

\begin{footnotesize}
\textsuperscript{46} Ibid., 2.
\end{footnotesize}
Even apart from the issue of not reading privacy policies, most consumers do not reasonably understand how the data brokerage ecosystem operates. Although public understanding around data collection is growing, that does not include awareness of the ways that companies gather information on consumers through websites, mobile applications, and other products and services, and then sell and share the data with other actors. An individual downloading a weather app with a built-in GPS feature has no reasonable expectation the app might share their location data with a data broker who then sells it to advertisers and federal law enforcement. (The FTC took an enforcement action in this vein in 2013 against flashlight app Brightest Flashlight Free, which indicated to users that location data would only be used internally but in reality shared and sold the data with third parties.\textsuperscript{48}) Moreover, even if consumers did understand how the data brokerage ecosystem operates, that is distinct from fully understanding its harms. And even if consumers did fully understand what was happening, the focus on individuals distracts from the systemic problems at play—and the immense amount of information and financial asymmetries stacked against consumers. People are regularly forced to interact with data brokers, whether to get a new credit card, put in a deposit for an apartment, or apply for a loan; whether or not they “consent” is not a question limited to merely using an app that has a privacy policy somewhere if their not-consenting means they cannot access housing, money, employment opportunities, and other essentials.

\textbf{Question 89 (in the VIII. Notice, Transparency, and Disclosure category) asks, “To what extent should trade regulation rules, if at all, require companies to explain (1) the data they use, (2) how they collect, retain, disclose, or transfer that data, (3) how they choose to implement any given automated decision-making system or process to analyze or process the data, including the consideration of alternative methods, (4) how they process or use that data to reach a decision, (5) whether they rely on a third-party vendor to make such decisions, (6) the impacts of their commercial surveillance practices, including disparities or other distributional outcomes among consumers, and (7) risk mitigation measures to address potential consumer harms?” We respond:}

The FTC should require companies to explain all of the aforementioned practices. Even if such notice is not construed as a basis for consumer consent, which it should not be, clear explanations of these practices should be required for the sake of transparency, to enable effective unfair or deceptive trade practices enforcement, and to assist those interested to

attempt to understand what is going on behind the scenes with their data. Additionally, the FTC should consider requiring companies to disclose:

- To whom they sell, license, or share data;
- How they sell, license, or share that data, such as through a login to an online portal, access to an Application Programming Interface (API), an encrypted data download, or in a spreadsheet shared via email;
- Their process of aggregating data and generating lists targeting specific demographics;
- What controls they put on the use of and access to the data internally;
- How they control the selling, licensing, and sharing of the data with third parties as well as the providing of services based on that data to third parties (e.g., not supplying the data itself but allowing someone to run ads drawing on it), such as restrictions on data use, requirements for clients to disclose intended data uses, and restrictions on data reselling and resharing;
- If their controls have ever been internally ignored, deviated from, or overridden;
- What security measures they have in place to protect their data and notify consumers of breaches;
- What due diligence they conduct to ensure that clients are appropriately safeguarding the security of the data they sell, license, or share; and
- Whether they place confidentiality obligations on partners, customers, and researchers which inhibit those entities and individuals’ ability to speak with regulators and publish academic research.
The FTC’s continued work on issues of commercial surveillance, data security, and the risks and harms to American consumers is essential as the data brokerage ecosystem continues to grow. While the U.S. needs comprehensive federal privacy legislation—including strong controls on data brokerage, which need not wait for a comprehensive bill to be passed—FTC regulation and oversight is a fundamentally important component of the regulatory picture. We appreciate the opportunity to provide comments on this matter.
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